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Abstract—Multihop wireless networks, which consist of sets
of battery powered wireless nodes, have been widely spreading
in numerous IoT applications. As the nodes typically have
limited resources, many energy aware task allocation schemes
are conducted to achieve energy efficiency. However, the security
concerns should be also considered, due to the vulnerable
characteristics of wireless communication. This work addresses
the energy and security concerns simultaneously. It proposes an
intelligent security aware task allocation algorithm (SATA) based
on genetic algorithm, to optimize the energy consumption while
fulfilling the security requirements of both the application and
the surrounding environment of sensor nodes. The extensive sim-
ulation results demonstrate significant improvement in various
testing environments.

I. INTRODUCTION

Wireless multihop networks have been widely spreading in
numerous IoT scenarios [1]. The battery powered sensor nodes
not only function as independent processing units, but also
can collaborate together to complete the applications. Due to
the limited resources of the sensor nodes and the vulnerable
characteristics of the wireless medium, energy efficiency and
security guarantee are two fundamental concerns.

Numerous energy aware task allocation schemes have been
conducted to achieve the energy efficiency by distributing
the workload for each node in the network. The authors in
[2] propose an optimal task allocation algorithm to maxi-
mize the lifetime of cluster based wireless network. They
formulate the task allocation problem as a linear programming
problem (LP). DOTAM is proposed by [3] to optimize the
energy consumption and real-time performance of multihop
mesh networks. Both LP based centralized and Dantzig-Wolf
decomposition based distributed algorithms are presented to
approach the optimal solutions. However, the above task allo-
cation schemes have not considered the security requirements,
e.g., data confidentiality in communication both between the
tasks and between the sensor nodes. In [4], the authors
present a Tabu search based heuristic algorithm to minimize
the energy consumption for safety critical applications. The
security levels are used by applying different cryptographic
algorithms. Similarly, a genetic algorithm (GA) based heuristic
method is proposed in [5]. It uses a level-based modeling
of cryptographic algorithms using mixed cryptographic im-
plementations. Nevertheless, these security aware methods are
designed for traditional embedded systems and they have not
considered the affections of the multihop wireless medium.
Consequently, it is essential to design security aware task
allocation considering the multihop identity for the spreading
wireless multihop networks.

This work integrates the security guarantee with the task
allocation to optimize the energy consumption while fulfilling
the security requirements. As GA is popular in optimization
problems for the easy implementation and high probability
of finding an optimal solution [6], we propose an intelligent
security aware task allocation algorithm (SATA) based on GA
for multihop wireless networks. To the best of our knowledge,
this is the first work considering the special multihop wireless
medium for the optimization of security aware task allocation.
The rest of this paper is organized as follows. Section II
presents the system models. The next section illustrates the
proposed SATA algorithm. Section IV presents the evaluation
results. The last section summarizes this work.

II. SYSTEM MODELS

This section presents the system models including the
network structure, the application and security models, and
the cost functions of the wireless nodes.

A. Network Structure and The Application Model

The network is made up of a set of wireless sensor nodes,
Ni,---, Ny, and one sink node. They are connected by multiple
wireless hops and collaborate together to periodically execute
the given application. In addition to sense the data and process
the sensed data, the sensor nodes can also serve as the routing
nodes to forward the data or share part of the tasks of the
given application. The routing path is built based on the given
routing algorithms. In this work, we employ a minimum hop
routing algorithm [7].

The application of a wireless network is modeled as a
Directed Acyclic Graph (DAG), G = (V, E), as in [2], [8].
Each vertex v € V represents a task of the application and
each edge ¢ € FE stands for the communication between each
pair of connected tasks. A task can be executed only when it
receives the input data from all predecessor tasks.

B. Security Model

This work focuses on protecting the confidentiality of the
data communication over the vulnerable wireless medium. We
consider that the intra-node data communication is secure.
Different security levels are used to indicate the strengths
of the cryptography algorithms for the transmitted data. The
security level is affected by the selected encryption algorithms,
the number of encryption rounds and the key sizes, and
the higher level corresponds to stronger security and heavier
computation [4], [5]. Note that this work considers the security
requirements of both the applications and the surrounding
environment of sensor nodes. The communication between



each pair of tasks has to meet the initial application security
requirements. Due to the fact that the sensor nodes may
be distributed in different physical environment, the security
requirements for each pair of sensor nodes should be also
considered. Considering the example in Fig. 1: vy, vo and
vs are 3 tasks of the application (DAG); v; and wo are
mapped to N1, and vz is mapped to Ns; the initial application
security level between tasks vy and w3 is level 3, L3, and
the environment security level between nodes N7 and N is
Ls. After executing the tasks v; and v, node N7 has to
encrypt the transmitted data according to the specific security
requirements. Node N needs to firstly decrypt the received
data and then execute task vs. The security level L5 will be
selected for both the encryption and decryption.

Encryption

Decryption

Security Level 1
I Security Level 2
B Security Level 3

Fig. 1. DAG graph for application with critical message security.

C. Cost Functions

The main activities of one sensor node are normal task
processing, data encryption and decryption, transmitting, re-
ceiving and sleeping. As the sleeping power is typically very
small [9], it is neglected in this work!.

The execution time of node N; for executing task v is
t;(v) = w(v)/fi, where w(v) stands for the computation
workload (the number of CPU clock cycles) of task v and
fi is the processing speed of node NV;. The processing cost is
therefore formulated as:

ei p(v) = Piti(v) (0

where P; represents the average processing power of node N;.

The execution time of data encryption and decryption are
considered the same in this work. According to [4], the
execution time for encrypting/ decrypting H bits of data at
the selected security level L; are:

tin/de =I+0(L;,)H 2)
where [ is the executing time for pre-/post-whitening on
the encryption and decryption; 6(L;) is the cryptographic
computation time for one bit of data at the jth security level.
The corresponding encryption and decryption cost of N, are:
Eg_en = Ezq_de = Pitin/de (3)

The communication procedure of the sensor node includes
both the overhead activities and data packets communication,
as described in [10]. The corresponding energy cost of node

'SATA can be directly extended for covering the sleeping cost.

N; for transmitting and receiving H bits of data, E; +, and
E; rz, can be formed by:

Eiitr=€o+etx(d;)H and E; ,p=e,+e,H (4)

where e, is the overhead energy cost of the communication,
d; is the transmitting distance of node N;, e;,(d;) and e, are
the energy spent for transmitting and receiving 1 bit of data,
respectively. The communication time for 1 wireless hop is:

tcmm:to+H/BW &)

where t, is the overhead duration of the communication and
BW is the bandwidth of the wireless radio.

III. SATA ALGORITHM

This section firstly formulates the security aware task allo-
cation problem and then presents the SATA algorithm.

A. Problem Modeling

The security aware task allocation for multihop wireless
networks is to map the whole DAG to the network subject
to the security requirements and the application execution
Deadline. The objective of this work is to find the best
mapping (task allocation solution) to maximize the network
lifetime (/V L). We define NV L as the duration from the network
starts until the first node runs out of battery, which has been
widely used in current references, such as in [11], [12].

Based on GA, one complete task allocation solution with
the security level selection is represented by a chromosome,
C'. By applying the m-th chromosome, C),, the corresponding
N L, can be formulated by:

Bgtla“'» BEatz,mBEatn} ©)
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where Bat; is the battery energy of node /NV;; and E; denotes
the total energy cost of node N; in one scheduling round of the
given application including the cost of receiving, decrypting,
processing, encrypting and transmitting. Thus, SATA aims to
find the best chromosome C,, corresponding to the maximum
N L under the security constraints and user defined Deadline.
B. SATA

SATA algorithm consists of three main components: 1)
model the security aware task allocation solutions as genetic
genes, i.e., chromosomes; 2) design fitness function; 3) evo-
lution process including inheritance, crossover and mutate to
produce new generations. The evolution process of SATA is
repetitively executed until the user-defined maximum iteration
number. According to the nature law, the good chromosomes
will be accumulated and improved while the bad ones will be
eliminated. SATA will select the best chromosome in the last
generation as the final security aware task allocation solution.

1) Genetic formation of the solution: Consider that the ap-
plication has K tasks, the possible mapping of the tasks to the
sensor nodes is modeled by a chromosome, C, i.e., a 1-by-K
vector. The orders of the elements represents the tasks. The K
elements of C' are the randomly generated node IDs from 1 to
n. The initial energy matrix of the sensor nodes is modeled by
a 7-by- K matrix. The rows in order stand for the tasks in order,
node IDs, the receiving, decryption, processing, encryption

NL,, = mm{



and transmitting energy cost. Considering the multiple wireless
hops, the energy matrix needs to be extended by adding the
cost of routing nodes. The total schedule time for completing
the given application is therefore made up of the processing
time of each task, the encryption and decryption time, and
the communication time. Fig. 2 illustrates one example. The
chromosome C = [Ny, N1, N3, Ng,---] represents: tasks v;
and vo are assigned to node N; tasks vs and vy are assigned
to nodes N3 and Ng, respectively. As node Ny is the routing
node for the connection between nodes N; and N3, the energy
matrix, F, is:

1 Vo 0 U3 Vg
Nl N1 Ng N3 N6
0 0 Es vz E3 s E¢_ra
E = 0 0 Eé de Eiji de E(JS de
e1p(v1) erp(va) 0 ez p(vs)  eop(va)
0 E{_en Eé_en Eiji_en E(ji_en
| 0 El_tm E2_tm ES_tm Eﬁ_tm

The application scheduling time, S7', can be calculated by:

ST =ty (v1) +t1(v2) + 2, + temm + tfle +t3(v3) + 2, + temm
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Fig. 2. A chromosome format of one possible task allocation solution, C' =
[N17N1,N3,N67'“].

Based on the energy matrix E and Egs. (6) and (7), the
network lifetime NL,, and ST, by applying chromosome
C,,, can be easily calculated.

2) Fitness function: Since the security requirement has
been considered in the generated chromosomes, the fitness
function should further consider NL and ST simultaneously.
The normalized fitness function is a widely used candidate,
such as in [12], [13]. This work chooses the one used in [13]
as shown in the following:

NL,, L ST,
maxz{NL;..,NLy} maz{ST .., ST}

where M is the population number of one generation; o = 1
when SL,, > Deadline, otherwise o = 0. A chromosome is
better when it has a higher fitness value.

3) Evolution process of SATA: The evolution process of
SATA consists of inheritance, crossover and mutation of the
chromosomes. Firstly, the inheritance directly saves the 7 ratio
of the best chromosomes into the next generation. In other
words, nM chromosomes with the highest fitness values of
Eq. (8) will be inherited. Secondly, the rest (1 — )M will

fitm:

®)

be paired based on the roulette wheel scheme [14] before
the crossover. For each pair of chromosomes, single point
crossover method is used to produce the offspring. A crossover
point will be randomly generated between 1 to K, the two
paired chromosomes switch over after the crossover point.
Thirdly, the mutation is employed by SATA to enhance the
genetic diversities (i.e., prevent chromosomes from being too
similar), thereby reducing the chance of getting stuck in local
optimum. Each chromosome in the generation has a probabil-
ity of i to be replaced by a newly generated chromosome.

Based on the genetic formation and the fitness function as
presented in Sections III-B1 and III-B2, SATA repeatedly exe-
cutes its evolution process as presented in Section III-B3 until
the user defined maximum iteration number. The chromosome
with the best fitness value in the last generation will be chosen
as the final security aware task allocation solution.

IV. EVALUATION

This section evaluates the proposed SATA algorithm using
extensive simulation results. We demonstrate the superiority
of SATA by comparing with the greedy algorithm and ITAS?
algorithm proposed in [12]. For fair comparison, this work
follows the experimental setup in [12]: The multihop wireless
network is randomly generated with one sink node at the
center and n randomly distributed sensor nodes. The energy
parameters are taken from [12]. The security requirements for
the tasks and the sensor nodes are randomly generated from
security levels 1 to 5. The related security parameters are
taken from [4]. The DAG is randomly generated, in which
the computing workload of each task is within the range of
[100,500] KCCs (kilo clock cycles) and the communication
data on each edge is in the range of [100,1000] bits. The
Deadline of DAG is 60 ms. The chromosome population in
one generation is M = 40. The inheritance ratio and mutation
probability are 1 = 20% and u = 1%, respectively.

The performance on network lifetime, algorithm runtime
and application scheduling time are investigated by changing
a) the number of nodes, n, b) the number of tasks, K. Only
one parameter is changed in each simulation. The reported
results correspond to the average values of 200 test instances.

The first set of simulations is conducted to investigate the
algorithm performance by changing the number of sensor
nodes, n. As shown in Fig. 3a, SATA has longer network
lifetime than the greedy and ITAS [12]. As n changes from 5
to 40, the network lifetime firstly dramatically increases and
then keeps stable. This is due to the fact that a higher number
of nodes can achieve a more balanced sharing of the tasks.
When n is larger than the number of tasks, the extra sensor
nodes are not able to share any of the tasks. As a result, the
network lifetime cannot be extended further. When looking
at the algorithm runtime in Fig. 3b, SATA requires similar
execution time as ITAS [12] and both of them are longer than
the greedy algorithm. They need more time for the algorithm
execution when n increases. Since the increased sensor nodes
bring more multihop wireless communication, the calculations

2ITAS in [12] can provide the optimal solution based on GA without the
consideration of security concern. After ITAS gets the final results, this work
work adds the extra security requirement to the results.



x106

- SATA
ITAS[12]

= Greedy

= = Deadline

80

Scheduling time (ms)

1 H o sATA | -©- SATA
= ITAS[12] < 150 H ITAS[12]
g =i Greedy t})’ =i Greedy
g 0.8 1 o
g £ 100
5 = [

3 0.6 — =
i £
el k=S
é’ 0.4 — ;5,3 50
z <
0.2 |- |
0
5 10 15 20 25 30 35 40 5 10 15

Number of nodes, n

20 25 30 35 40
Number of nodes, n

network lifetime, (b) algorithm runtime and (c) application

20

9
| | | | | | | |
5

10 15 20 25 30 35 40

Number of nodes, n
scheduling time (10 tasks in the DAG).

Fig. 3. The impact of number of sensor nodes on (a)
x108 (a)
l———— — —
-© SATA -© SATA
S ITAS[12] 2 60 || ITAS[12]
g 08| -4 Greedy [ 3 -4 Greedy
S 5
2 £
£ 06 1 E 40|
£ =
= £
5 0.4 -1 =
z &
0.2 |- _
0

o SATA
ITAS[12]

-4 Greedy

= = Deadline

200

100

Scheduling time (ms)

5 10 15 20 25 30 35 40 45 50
Number of tasks, K

5 10 15 20 25 30 35 40 45 50
Number of tasks, K

5 10 15 20 25 30 35 40 45 50
Number of tasks, K

Fig. 4. The impact of number of tasks on (a) network lifetime, (b) algorithm runtime and (c) application scheduling time (10 sensor nodes in the network).

of the energy matrix E and Eq. (7) require longer time. Due
to the same reason, the application scheduling time increases
as n changes from 5 to 40 as shown in Fig. 3c. Nevertheless,
SATA can still satisfy the predefined Deadline.

Moreover, we further vary the number of the tasks, K, in
the DAG to estimate the performance of SATA. It can be
seen from Fig. 4a that SATA performs the best as expected.
When K increases, the network lifetime of SATA decreases.
It can be explained by two reasons: firstly the computing
workload for the whole network increases as K changes
from 5 to 50; secondly, the energy cost for multihop wireless
communication is also increased as K increases. Moreover,
as the chromosome formulation becomes more complex as
K increases, SATA requires longer time for the algorithm
execution as shown in Fig. 4b. Since the application scheduling
time is the completing time of the total tasks, it is obviously
increased when K becomes larger as demonstrated in Fig. 4c.

Based on the above simulation results, SATA can efficiently
extend the network lifetime while guaranteeing the security re-
quirements for small-to-medium multihop wireless networks.

V. CONCLUSION

This work simultaneously considers both the energy ef-
ficiency and security requirements for the emerging multi-
hop wireless networks. An intelligent security aware task
allocation algorithm (SATA) is proposed based on genetic
algorithm. SATA models the security aware task allocation so-
lution by chromosomes, and uses a hybrid fitness function for
ranking the solutions. By repeatedly executing the evolution
processes of SATA, i.e., inheritance, crossover and mutation,
the final optimal solution can be achieved. The simulation
results illustrate significant improvements in different test
scenarios comparing with other algorithms.
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