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Abstract—Predication is a well-known alternative to condi-
tional branching. However, the implementation of predication is
costly in terms of extending the instruction set of the processor
architecture. In this paper, a predication encoding technique for
VLIW processors is proposed. Instead of using additional bits in
the instruction encoding, the assigned issue-slot of a conditionally
executed instruction encodes the associated predicate register.
The number of addressable predicate registers scales with the
number of issue-slots. All predicate registers have only one read
and write port and can be accessed in parallel. Compared to
the related work, no additional instruction encoding bits for
selecting a predicate register are required and the processor core
area increases only by about 1% per predicate register set. With
the proposed predication technique, the processing performance
increases by up to 4.5% when using two instead of one predicate
register for a digital filter case study with floating-point emulation
operations. A second case study shows, that conditional execution
with two predicate register in combination with loop unrolling
and operation merging almost doubles the achieved parallel
instructions per cycle for a bit-reversal permutation algorithm.

Index Terms—predication, conditional execution, VLIW

I. INTRODUCTION

Very long instruction word (VLIW) processors are com-
monly used for embedded high performance and low-power
multimedia applications [1]–[8]. VLIW processors are de-
signed for instruction level parallelism (ILP), executing multi-
ple instructions with a fixed order in parallel. Since the order of
the instructions is determined by the compiler, the hardware is
less complex compared to superscalar architectures. Therefore,
to fully utilize hardware resources, ILP compiler optimizations
are required [1], [8].

One limitation for further compiler optimizations are branch
instructions, which cause smaller basic blocks (straight line
microcodes (SLMs)) in the code, restricting the scope of
ILP optimizations [8]. These branch instructions, which are
required for the control flow of an application, are expensive
in terms of processing performance [7]. The condition of a
branch cannot be evaluated at the beginning of the pipeline.
Hence, the successive instructions already fetched and de-
coded must be discarded, while the pipeline is flushed, or
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are executed whether or not the conditional branch is taken.
One alternative to conditional branches is predication [2], [8].
Predication is the conditional execution or guarded execution
of instructions. The instructions of both instruction-sequences
of the conditional code are executed, but only the instructions
of one of the sequences change the state of the processor and
memories, depending on the value (condition flag) stored in a
predication or guard register [8]. The remaining instructions
act as no operation (NOP) instructions. Branches may be
replaced by conditionally executed instructions during the if -
conversion [2], [3], [9]. The control dependencies are con-
verted to data dependencies by converting multiple regions of
a control flow graph into a basic block, composed of predicated
(conditional) code [1].

However, the application of a predication technique requires
an extension of the instruction set architecture (ISA) of the
processor [5], [8]. Additional instruction encoding bits are
needed in order to address one of the predicate register. But
adding for example 6 instruction encoding bits to address 64
predicate register is prohibitively too expensive for embedded
processors [8]. Studies for related embedded processors [10],
[11] show the importance of the instruction memory size on
power consumption. As shown in [10], the memory subsystem
of ARM processor [12] accounts for 65.2% of the total
energy. For multi-processor ARM systems, this proportion is
45.9%. The instruction memory cache alone accounts for
20.6% in this system. The ARM processors with the reduced
16 bit Thumb instruction set are more energy efficient com-
pared to the 32 bit ARM processors, however the processing
performance is lower [10]. The instruction caches of the
TMS320C6000 VLIW processor family [13] account for up
to 30% of the total processor power [14], [15]. Besides the
power consumption, the area requirements of the instruction
memory are crucial for embedded processors. Each additional
instruction bit increases the required SRAM area linearly, as
depicted in Fig. 1 for a 40 nm ASIC technology.

Additionally, the number of read and write ports of the pred-
icate register file and the instruction fetch and decode logic are
important for the resulting hardware complexity [5], [11]. The
instruction fetch and decode logic of a DSP can consume up
to 40% of the total processor logic [11], [16]. Therefore, the



20 30 40 50 60

60

80

100

Number of bits per word

SR
A

M
ar

ea
in

%

Fig. 1. Area of SRAM macro blocks of a 40nm ASIC technology with
different number of bits per word. The area of the SRAM macro block with
64bits per word is used as a reference.

goal is to reduce the overhead caused by implementing the
predication technique in these processors [5].

In this paper, a new scalable and low overhead predication
technique for VLIW processors is proposed. Instead of en-
coding the address of the predicate registers with additional
instruction encoding bits, each issue-slot of the VLIW archi-
tecture includes a dedicated predicate register. With the help
of compiler optimizations, which are also presented in this
paper, instructions are scheduled on the issue-slot with the
corresponding predicate register. This technique scales with
the number of issue-slots, requires no additional instruction
encoding bits, and therefore decreases the hardware overhead
for predication.

This paper is organized as follows. The related predication
techniques are presented in Section II. The VLIW architecture
is described in Section III and the details of the proposed
predication technique are given in Section IV. The case
studies in Section V and Section VI show the application
and evaluation of the technique. The paper is concluded in
Section VII.

II. RELATED WORK

An overview of the related predication techniques is given in
Table I. The number of predicate registers and the required in-
struction encoding bits to address these registers are compared.
The number of predicate registers determines the maximum
number of conditional statements, which can be processed
in parallel. The cause for these conditional statements are
parallel or nested if-else constructs. A comparatively high
number of up to 64 predicate registers is used by [2], [17]–
[19]. Consequently, these architectures require most instruction
encoding bits to address one of the predicate registers. The
number of encoding bits is reduced in [19], by splitting
the registers into two sets. A special instruction is used to
switch between the two register sets. The ARMv7-A [12]
architecture includes one application program status register
(APSR), which holds four different conditions: negative, zero,
carry and overflow. In order to select these conditions 4 bits
are required for every instruction [8]. In [5], [13], [20] the
predication technique of the TMS320C6X processor family is
described. The condition flags are stored in a restricted number
of registers of the general purpose register file. The limited
number of six predicates for the TMS320C6X processor family
results in a limited control-flow nesting [8]. As every if-then-
else statement requires two predicates, only two levels of

TABLE I
COMPARISON OF RELATED PREDICATION TECHNIQUES. THE REQUIRED

INSTRUCTION ENCODING BITS ARE THOSE THAT ADDRESS ONE
PREDICATE REGISTER.

Required
Number of instruction
predicate encoding

Architecture registers bits

Itanium IA-64 processor [17], [18] 64 6 bits
Generic ILP processor [2] 32 5 bits

ARMv7-A [12] 1 4 bits
TMS320C64x/C67x VLIW [13], [20] 5 3 bits

PLX [19] 128* 3 bits
HP VLIW ST231 ISA [5] 1 1 bit

KAVUAKA [this work] 16** none
* (16 sets of 8) ** (8 per issue-slot, one for each SIMD subword)

control-flow nesting are possible. The number of read and
write ports of the general purpose processor register file needs
to be increased and the access and usage patterns might
influence overall performance [21]. However, no dedicated
predicate register file is required and the predicate registers can
be used otherwise if they are not needed. The authors of [5]
propose to reduce the overhead of predication by restricting
the number of predicate registers to one. Consequently, only
one additional read port for the predicates is required. Four
ports were previously required by the four issue-slots of the
VLIW architecture to read four predicate registers per cycle.
Instead of 3 bits for the predicate operand, only 1 bit is
required. Nested and parallel if-else statements can not be fully
predicated with only one predicate register [5].

In this paper, a predication technique is presented, which
does not require any instruction bits to encode the predicate
registers. The predicate registers are encoded by scheduling
the conditional instructions on different issue-slots. The in-
struction bits saved compared to the related architectures are
summarized in Table I. Due to the issue-slot based predicate
encoding, the proposed technique decreases the required in-
struction memory size, power consumption and the complexity
of the instruction decoding stage compared to the related work.
A compiler extension for this encoding technique is presented,
which handles the predicate register allocation automatically,
without the need to manually encode the predicate register
within the instructions.

III. GENERIC VLIW PROCESSOR ARCHITECTURE

The proposed predication technique is evaluated with a
VLIW processor called KAVUAKA [22], which is shown in
Fig. 2. KAVUAKA is an application-specific instruction-set
processor (ASIP). The architecture is based on the Moai4k2
architecture, a scalable and configurable ASIP architecture for
multimedia applications [23]. KAVUAKA supports instruction
and data level parallelism with very long instruction words
(VLIWs) and single instruction, multiple data (SIMD). The
architecture was implemented with the hardware description
language VHDL, so that the processor configuration can be
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Fig. 2. KAVUAKA application-specific instruction-set processor (ASIP) ar-
chitecture. A vector unit with two pipeline stages, two instruction decoders,
a partitioned register file and several execution units is shown.

customized by a set of parameters, such as the number of
predicate registers.

Fig. 2 shows a configuration consisting of one vector unit
with two issue-slots, labeled Issue 0 and Issue 1. Two 32-
bit wide micro-operations (MOs) are executed in parallel,
which, according to the VLIW philosophy, are combined into
a 64-bit wide instruction word called a micro-instruction (MI).
Two micro-operations (MOs) of the same type, i.e. with the
same instruction encoding, may be merged into one. These
merged operations, called X2-operations, use two identical
functional units of the execution (EX) stage to process twice
the number of input values stored in consecutive register pairs,
thereby doubling the number of parallel executed operations.
This kind operation merging technique is introduced in [24]
as the X2-mode. The structure of the vector unit is based
on reduced instruction-set computer (RISC) principles, where
every instruction takes only one cycle to execute. The number
of pipeline stages is two.

The processor is programmed with assembly language that
maps human-readable instructions directly to micro-operations
defined in the instruction set architecture (ISA). A scheduler
translates the assembly code into micro-instructions, taking
into account control and data dependencies as well as the
parameterized processor configuration. It uses evolutionary
algorithms for scheduling and register allocation for optimiza-
tions [25].

IV. PROPOSED ISSUE-SLOT BASED PREDICATION
TECHNIQUE

In this section, the hardware architecture (Section IV-A) and
the predicate register allocation (Section IV-B) are described.
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Fig. 3. One dedicated predicate register is part of each issue-slot. Each
functional unit (FU) reads the condition flags for each subword from the
predicate register of the same issue-slot.

A. Hardware Architecture

A new predication technique is presented, which exploits
the issue-slot based processing of VLIW processors. The
architecture is depicted in Fig. 3. A conditional instruction,
which is defined by setting one instruction encoding bit to ’1’,
receives or sets the condition flags of one predicate register.
Instead of selecting a predicate register using additional in-
struction encoding bits, the predicate register is selected by the
issue-slot, on which the conditional instruction is scheduled.
Each issue-slot of the VLIW processor contains one dedicated
predicate register. The predicate register is selected with the
issue-slot, on which the instruction has been scheduled. No
additional bits for addressing the predicate register are required
in the instruction encoding. Every conditional instruction,
which reads or writes to same predicate register, is scheduled
on the same issue-slot. This technique requires that the issue-
slots of the VLIW architecture are identical/symmetric in
terms of functional and data movement units (FUs), so that
the instruction scheduler can switch the instructions between
the slots without constraints.

These predicate registers contain four condition flags (over-
flow (O), carry (C), negative (N) and zero (Z)) for each
subword of one SIMD data word, as shown in Fig. 3 and
proposed by [8], [21]. On the one hand, this format can be used
to process conditional SIMD instructions on subword-level,
with up to 8 subwords in parallel depending on the condition
flags stored in the corresponding position in the predicate
registers. On the other hand, each single subword with four
condition flags can be used for nested if-else statements. This
use case assumes that each subword holding the conditions
can be selected and used for one of the conditional if-else



Sequential assembler code with two conditions
1 SUBCS_64 V0R0, V0R1, V1R2
2 ADDCR_64 V0R3, V0R4, V1R5
3
4 SUBCS_64 V0R6, V0R7, V1R8
5 ADDCR_64 V0R9, V0R10, V1R1

Corresponding data dependency graph (DDG)

(line 4)
SUBCS 64

(line 2)
ADDCR 64

(line 5)
ADDCR 64

(line 1)
SUBCS 64

Scheduled code on two issue-slots
Issue-Slot 0 Issue-Slot 1

1 SUBCS_64 V0R6 V0R7 V1R8; SUBCS_64 V0R0 V0R1 V1R2
2 ADDCR_64 V0R9 V0R10 V1R1; ADDCR_64 V0R3 V0R4 V1R5

Fig. 4. Exemplary assembler code with two independent conditions. The
corresponding DDG representing the condition flag data dependency is
depicted. The condition set (CS) and condition read (CR) instructions are
scheduled on two issue-slots in parallel, using a separate predicate register.

statements. The total number of predicates is therefore 16,
stored in 2 predicate registers with 8 subwords holding 4
condition flags each.

The number of predicates scales with the number of issue-
slots and available SIMD subwords of the processor. The
number of read and write ports of the predicate register file
is one. The area overhead for implementing one additional
predicate register per issue-slot with one read and write port
is around 1% of the total core cell area of the KAVUAKA
processor for an application-specific integrated circuit (ASIC)
synthesis with a 40 nm low-power technology [22].

B. Predicate Register Allocation

The issue-slot of conditional instructions is bound to the
issue-slot of the associated predicate register. Therefore, the
predicate register is allocated during instruction scheduling.
The instruction scheduler determines the issue-slot for every
instruction for a given application. The predicate register re-
source dependencies are checked during instruction scheduling
using data dependency graphs (DDGs). The DDGs indicate,
which conditional instructions are interdependent and must
therefore be scheduled before other conditional instructions
can be scheduled. A DDG representation for a code with two
conditionally executed addition (ADD CR) (condition read
(CR)) instructions is shown in Fig. 4. There is no dependency
between these two instructions, because there is no connection
between the subtrees in the DDG. These can be scheduled
in parallel on two issue-slots, using two different predicate
registers set by the subtraction (SUB CS) (condition set (CS))
instructions. The instruction scheduler can optimize the issue-
slot and predicate register allocation for an overall efficient
scheduling [25].

TABLE II
FLOATING-POINT EMULATION MACROS

Floating-Point (FP) Number of Number of
macro conditional operations macro calls

FP ADD 5 (26%) 8
FP SUB 5 (26%) 8
FP MUL 2 (14%) 16

V. CASE STUDY: FLOATING-POINT EMULATION

In this case study, floating-point emulation code with a high
number of conditionally and independently executed opera-
tions, like overflow and sign checks, normalization operations
and bitwise comparisons, is used. The underlying floating-
point emulation library is described in detail in [26]. The
computation of the addition and subtraction operations of
this library is shown in Fig. 5. For a floating-point addition
or subtraction, the exponents of both numbers have to be
adjusted to the same value. Therefore, the absolute difference
of the exponents is computed. Based on the difference, the
significand of the smaller number is shifted right by the
absolute difference of the exponent and the larger exponent is
selected. The significands are then added or subtracted from
each other. After normalization of the significand, the exponent
is updated and the floating-point addition or subtraction is
computed.

The floating-point emulation addition assembler code macro
is shown in Fig. 6. Here the exponents are subtracted from
each other. Depending on the result of this subtraction, one
of the significands is chosen for shifting before adding the
significands. The normalization is performed by counting
leading zeros or ones. The resulting register is then rebuilt
from the updated exponents and the normalized significands.

In the related work presented in [27] and [28], processor
architectures with multiple conditional registers and predicated
execution are selected for floating-point emulation. In this case
study, the processing performance is evaluated based on the
number of available predicate registers.

In this case study, a finite impulse response filter (FIR) and
infinite impulse response filter (IIR) filter with a order of 17
and 7 are computed using floating-point emulation macros.
Table II lists the floating-point point emulation macros and
how often these macros are called during the computation.
These macros contain up to 26% conditional operations. The
number of predicate registers determines how many operations
of these floating-point emulation macros can be scheduled in
parallel.

The required number of processing cycles for computing
one sample with one or two predicate registers is shown in
Table III. When two predicate registers can be accessed in
parallel, the number of required processing cycles decreases
by 4.4% and the instructions per cycle (IPC) increases from
1.82 to 1.91 for the KAVUAKA processor with a maximum
IPC of 2, when no operation merging is used.



significand exponent
eBfB

significand exponent
eAfA

|eA − eB |

fA >> x fB >> x

fA ± fB

normalization eC

max(eA, eB)

significand exponent
eCfC

or

24-bit
8-bit

24-bit 8-bit

24-bit 8-bit

Fig. 5. Optimized floating-point addition for SIMD processors.

1 // ****************************************************
2 // emulated floating-point addition macro (Q 24.8 format)
3 // ****************************************************
4 MACRO FP_ADD_32 DST, OP1, OP2
5 // compare exponents
6 PERMREG0_8 xOP1, OP1, OP2 // E0|E0|E2|E2|E1|E1|E3|E3
7 PERMREG0_8 xOP2, OP2, OP1 // E2|E2|E0|E0|E3|E3|E1|E1
8 SUBCS_8s TEMP, xOP1, xOP2 // exponent difference
9 // swap mantissas according to magnitude of exponents

10 // (choose number with smaller exponent)
11 MV TEMP1, OP1
12 MV TEMP4, OP2
13 MVCR_32 TEMP1, OP2
14 MVCR_32 TEMP4, OP1
15 // remove exponent (for significand computation)
16 SRI_32 TEMP5, TEMP1, #8
17 // right shift of secondary significand operand
18 ABSADD_8 TEMP, R_8, TEMP
19 CLIPI_U8 TEMP, TEMP, #0b11111
20 SR_32 TEMP, TEMP4, TEMP
21 // add mantissas
22 ADD_32 TEMP5, TEMP5, TEMP
23 // normalize resulting significand
24 CLX_32 TEMP, TEMP5, TEMP5
25 SMVI V0CONDSEL, #0b0010
26 SLCS_32 TEMP5, TEMP5, TEMP
27 // compute new (resulting) exponent
28 SUB_8s TEMP, R_8, TEMP
29 ADD_8s TEMP, TEMP1, TEMP
30 // recreate original format
31 PERMREG1_8 DST, TEMP5, TEMP
32 MVCR_32 DST, REG_ZERO
33 ENDMACRO

Fig. 6. Assembler code macro for emulating the floating-point addition using
SIMD instructions.

TABLE III
PROCESSING PERFORMANCE IN NUMBER OF CYCLES

one predicate register two predicate register

17-tap FIR 740 707 (−4.4%)
7-tap IIR 300 287 (−4.3%)

VI. CASE STUDY: LOOP UNROLLING AND INSTRUCTION
MERGING

An example for an if -conversion based on partial predi-
cation is shown in Fig. 7. A reference code for bit-reversal
permutation is given, which is required for the radix-2 Cooley-
Tukey FFT algorithms [29]. The if construct is evaluated
within the for loop for every index of the input vector.

Taking the bit-reversal permutation code in Fig. 7 as an
example, the inner loop can be unrolled to increase the size
of the basic block. This loop including the if condition is
implemented on the KAVUAKA processor with conditional
branches or predication with one and two predicate registers.
Different levels of loop unrolling are evaluated, measuring
the dynamic IPC. All ILP compiler optimizations are turned
on, which includes automatic operation merging [25]. The

Reference Matlab code for bit-reversal permutation of the vector x.
The if condition is needed for swapping elements based on their

position (index) within the vector.

1 function x = bit_reversal(x)
2 number_of_elements = length(x);
3 for i = 1:length(x)
4 bit_reversed_index = br_index(i-1, number_of_elements);
5 if(0<(bit_reversed_index-(i-1)))
6 temp = x(bit_reversed_index+1);
7 x(bit_reversed_index+1) = x(i);
8 x(i)=temp;
9 end

10 end
11 end

Conditional branch implementation

1 SUBCS_64 REG_Z,REVERSED_INDEX,INDEX
2 //Conditional branch (greater than)
3 BSR_AND NO_SWAP, #0b1001, #0b10000000
4 //Load two elements
5 MV_64 REG_INDEX_plus_1, (FIR_INPUT_ELEMENT_ADDRESS)
6 MV_64 REG_i, (FIR_OUTPUT_ELEMENT_ADDRESS)
7 //Store elements in memory
8 MV_64 (FIR_INPUT_ELEMENT_ADDRESS), REG_i
9 MV_64 (FIR_OUTPUT_ELEMENT_ADDRESS), REG_INDEX_plus_1

10 :L_NO_SWAP

Scheduled code: conditional branch implementation

1 SUBCS_64 V1R30 V0R2 V0R0; NOP
2 BSR_AND NO_SWAP 0x9 0x80; NOP
3 NOP ; NOP
4 MV_64 V1R30 FIR_IND1 ; NOP
5 MV_64 FIR_IND0 V1R30 ; MV_64 V1R30 FIR_IND0
6 MV_64 FIR_IND1 V1R30 ; NOP
7 :L_NO_SWAP

Conditional execution implementation

1 //Set condition (greater than)
2 SMVI_64 V0CONDSEL, #0b0101
3 SUBCS_64 REG_Z,REVERSED_INDEX,INDEX
4 //Load two elements
5 MV_64 REG_INDEX_plus_1, (FIR_INPUT_ELEMENT_ADDRESS)
6 MV_64 REG_i, (FIR_OUTPUT_ELEMENT_ADDRESS)
7 //Conditionally swap to elements
8 MV_64 REG_TEMP, REG_INDEX_plus_1
9 MVCR_64 REG_INDEX_plus_1, REG_i

10 MVCR_64 REG_i, REG_TEMP
11 //Store elements in memory
12 MV_64 (FIR_INPUT_ELEMENT_ADDRESS), REG_i
13 MV_64 (FIR_OUTPUT_ELEMENT_ADDRESS), REG_INDEX_plus_1

Scheduled code: conditional execution implementation

1 SMVI_64 V0CONDSEL, #0b0101 ; NOP
2 MV_64 V1R0 FIR_IND1 ; SUBCS_64 V1R30 V1R1 V1R30
3 MV_64 V1R1 FIR_IND0 ; NOP
4 MV_64 V1R30 V1R1 ; MVCR_64 V1R1 V1R0
5 MV_64 FIR_IND1 V1R1 ; MVCR_64 V1R0 V1R30
6 MV_64 FIR_IND0 V1R0 ; NOP

Fig. 7. Code example with a conditional if construct. The example is
a bit-reversal permutation of an input vector, which is required for the
Cooley–Tukey FFT algorithm. The two assembler implementations use con-
ditional branches or execution. The scheduled code of the two assembler
implementation is also given.

results are depicted in Fig. 8. The conditional branch (BR)
implementation requires fewer cycles than the predicated ver-
sion (CE1 PR), although the branch requires a branch delay
slot with a NOP instruction. The reason for this is that if-
else statement is unbalanced [30]. Increasing the predicate
registers to two (CE 2PR) does not improve performance,
since only one condition is used per loop iteration. When
the loop unrolling is applied, the size of the of the basic
block and the number conditions, that can be processed in
parallel, is increased. Additionally, more operations can be
merged. The achieved IPC increases from 1.53 (CE 1PR) to
2.88 (CE 2PR 2LU), when using 2 predicate registers, loop
unrolling and operation merging. Loop unrolling and operation
merging are not as effective when using conditional branches
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Fig. 8. Processing performance in number of cycles for the bit-reversal
permutation (see Fig. 7) of 32 elements with conditional branches, predication
with one and two predicate registers with different levels of loop unrolling.
Automatic operation merging is activated.

(BR 1LU, BR 2LU) because the basic blocks are smaller and
prevent further compiler optimizations.

VII. CONCLUSION

This paper presents an issue-slot based predication tech-
nique for VLIW processors, that does not require additional
instruction encoding bits to address a predicate register. The
predicate registers are addressed based on the issue-slot, on
which the conditional instructions are scheduled. Multiple
predicate registers can be accessed simultaneously. The core
area overhead for multiple predicate registers is about 1%.
Only one read and write port is required per register. A
compiler optimization approach is presented, to optimize the
predicate register allocation. Two case studies show a per-
formance increase by about 4% when using 2 instead of 1
predicate register in parallel, reaching almost the maximum
possible IPC.
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