Optimizing Human Computer Interaction for Byzantine music learning: Comparing HMMs with RDFs
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Abstract—The current paper presents the results of an optimization study conducted on a self–training system of Byzantine chanting. The main aim of this work is the enhancement of the monophonic vocal music recognition step. Sound recognition technologies as implemented in practice, rely on classification algorithms. Various machine learning algorithms have already been applied for this purpose. In order to examine and select the most efficient one, we proceeded with a comparative evaluation of Hidden Markov Models and Random Decision Forests algorithms. Vocal performances of an expert-performer and an amateur-performer were captured to create a dataset for the training of the aforementioned algorithmic programs. Ensuing the training of the algorithms, Jackknife statistical method was applied to cross-validate the evaluation results of each algorithmic rule. The outcome of the evaluation highlights that Hidden Markov Models algorithm is more effective that Random Decision Forests.
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I. INTRODUCTION

Vocal music is perceived as augmented speech in relation to the tonal quality and rhythm. Currently, in the field of Human Computer Interaction (HCI) various music recognition techniques such as audio signal analysis methods and machine learning algorithms are applied to achieve music recognition.

Aiming to improve a previously developed interactive learning system that imparts vocal skills to the user, a comparative study of Hidden Markov Models (HMMs) and Random Decision Forests (RDFs) classification algorithms was conducted. Within the framework of this study, these machine learning algorithms are used for sound recognition. The case study on which this research was conducted is the genre of Byzantine music, a vocal music genre not accompanied by musical instruments that contains mainly chants and hymns. The audio signal was collected by microphones.

On the next session an existing work overview presents applications and evaluation results of the compared algorithms. Consequently, the methodology for training and operating the algorithms is exhibited and the training conducted by our team is displayed. On the last session are presented the results of the optimization study.

II. EXISTING WORK

A. Feature Extraction

In order to process the audio signal, it is necessary to extract sound features from the raw data. These features are used to train sound recognition algorithms. There have been various approaches towards extracting audio signal features. Algorithms such as Expectation-Maximization (EM) have been used for this purpose [21]. On other works, Grammatone Filter has been applied for sound feature extraction of the spectral energy of the audio data, returning positive and reasonable results during the recognition [27].

In general, the popular methods to extract sound features are divided in three large categories. Firstly, there are those who utilize time domain features, such as the Short-term energy, then those who employ frequency domain features, such as the Spectral Centroid, Spectral Flux and Fundamental Frequency, and lastly those who focus on Coefficient Domain Features, such as the Linear Prediction Coding and Mel-Frequency Cepstrum Coefficients (MFCCs) [23]. The latter coefficient features (MFCCs) are extracted by analyzing the spectrum [7]. Notably, the MFCC is widely preferred as criterion for speech signal feature extraction, since it presents high performance rates while being less complex [12]. Thus, it was selected on this study for feature extraction.

B. Sound Recognition

Hidden Markov Models (HMMs) are stochastic models used for speech recognition [4]. Segments of the speech are represented with states, and probability-transition matrices are used to transit from a state to the next [8]. HMMs have been repeatedly applied at sound for chord recognition [13] [18] [6], high level music recognition [19], or even music score recognition [3]. There are alternative models such as the Cochlea [14] that represent human hearing and Acoustic Model which is categorized as similar to HMM modeling. Yet, in qualitative evaluations HMMs seem to be more efficient [10]. Thus, it is usually selected for studies on musical art related projects.

Moreover, there have been variations of HMM in an effort to increase the recognition accuracy according to the case study. Multi-stream HMMs were created in an attempt to recognize frequency sub-bands [6]. HMMs trained with Expectation-Maximization algorithm were used for chord recognition [21]. For polyphonic music, merged-output HMMs were developed in order to address the problem of describing polyrhythmic scores [16]. Each approach mentioned above focuses on certain features of the music, trying to adjust the algorithm to these characteristics.

On the other hand, Random Decision Forests (RDFs) is an ensemble training method that aims on classification. For its training it relies on assembling multiple decision trees, while its output is the mean prediction of said trees, which concludes the class [2] [9]. RDFs have been widely used for feature
extraction on Image Processing [22]. Yet, this algorithm has been also used on various projects for sound recognition, and more precisely for music genre classification [25], background sound [20] and environmental sounds [26] recognition.

Although RDFs have been compared in respect to sound classification with algorithms such as Deep, Recurrent and Convolutional Neural Networks, or Support Vector Machine [5] [11], there have been few comparison studies with HMMs. It is noteworthy the fact that there have also been efforts to combine RDFs with Hierarchical HMMs on environmental sounds, to achieve higher recognition results [17]. To summarize, HMMs are considered as highly successful among pattern recognition techniques.

III. METHODOLOGY

Both compared algorithms function for classification, thus they work on a similar way. Figure 1 displays the block diagram of their operation. In more detail, both HMMs and RDFs use supervised learning. Initially, the raw audio signal data are being processed so that MFCC sound features are extracted.

Mathematically, MFCC are coefficients that describe collectively the distribution of power on frequency. The computation process takes place by segmenting initially the audio signal into frames, to calculate the Discrete Fourier Transform (DFT) of each analysis frame. Consequently, DFT is multiplied by triangular band-pass filters whose central frequency and width are arranged according to Mel-scale [24]. After the conversion to Mel-scale, the acquired vectors are logarithmized by Discrete Cosine Transform (DCT) to remove inessential information.

The spectral energy is calculated by the equation:

$$E(i) = \frac{1}{2} \sum_{k=0}^{L_i} \left( |X_k| |V_i(k)| \right)^2,$$

(1)

where $f$ is the signal frequency.

The features computed from equation (2) form a set of numbers; on this work, the MFCC set has a size of twelve.

A. Training

Consequently, the classification algorithm collects the sound features and after classifying each feature set, it labels it. This process signifies the completion of the training session that categorizes various feature sets into labels. The features processed during the training session are modeled to be used during the recognition session.

Especially for RDFs, during the training process multiple decision trees are generated to create a model that predicts the possibility for a certain feature, the MFCC set, to represent a class label. Each decision tree is created by defining randomly a subset of the initial MFCC set. It entails a specific number of set samples that is further divided to even smaller subsets, to the extent that the tree depth defines.

B. Recognition

During recognition session, raw data that have not been used to train the algorithm are provided as input. In a similar process with the training session, MFCC of the respective audio signal are calculated. These features are consequently processed and compared by the model extracted during the training session, to find on which class it is most probable to belong to.

Respecting RDFs, the result of the majority of the tree classifiers define the prediction. Regarding HMMs, in the recognition stage the algorithm Dynamic Time Warping is additionally used. The audio signals are given as time series. For a successful recognition the input signal needs to be adapted in terms of its length, and to be synchronized with the time series that resulted from the training session. This process is graphically depicted on Figure 2.
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IV. TRAINING

For the training of the algorithms were used three (3) iterations of four (4) hymns, performed by a professional chanter. Therefore, the classes are four. Moreover, the order in which the hymns are performed is essential. Permutations with Repetition are given by the equation below.

\[ \text{Permutations} = n^r \]  

(3)

In our case, (3) results to an evaluation combination of \( 3^4 = 81 \) hymns. Out of these 81 combinations, the first one is applied on the training of the algorithms, while the rest are used for the recognition. This procedure is repeated for the total of the 81 combinations.

The performance was conducted as a monophonic rendition. For the recording a sample rate of 48ksps and a bit depth of 16 have been used. The training duration is approximately 1-30 sec for approximately 4,000 samples per hymn. These values are competent especially for the male voices that are placed at lower frequencies.

For each frame analysis the first twelve (12) coefficients were computed. The package of 12 MFC coefficients is regarded as a feature. MFCC were extracted by the ZSA Descriptors, a tool developed by IRCAM [15].

For HMMs, the window size was practically searched, and defined on about 512 msec for this training environment. For the training of the RDFs algorithm three decision trees of depth 4 were used. These values may seem low, but in regard to the amount of hymns used are appropriate to avoid over-fitting.

V. RECOGNITION & VALIDATION

The recognition efficiency of each algorithm was tested by a set of four (4) recorded hymns, performed by a user of the interactive learning system. The user had no previous experience on Byzantine chanting. The features extracted by said hymns were used as input for each algorithm.

Following the completion of the recognition process, Jackknife cross-validation method was selected to evaluate the recognition results, since it is able to address over-fitting issues [1]. In more detail, an All-vs-One evaluation took place for every possible hymn combinations.

To access the recognition results, three metrics were used; Precision (Pre) and Recall (Rec) metrics, are selected to balance the noise and accuracy of recognition. Precision, is the event of the valid recognition, and is given by equation 4. Recall is the valid ground truth data given by equation 5. Finally, Accuracy (Acc) is calculated as the sum of the recognition percentages of the correctly predicted classes, and is estimated at 0.95.

\[
\text{Pre} = \frac{TP}{(TP+FP)}
\]  

(4)

\[
\text{Rec} = \frac{TP}{(TP+FN)}
\]  

(5)

\[
\text{Acc} = \frac{TP+TN}{(TP+TN+FP+FN)}
\]  

(6)

where:

- True Positive (TP) are correctly recognized hymns,
- False Positive (FP) are poorly performed hymns that were incorrectly recognized as correct, and
- False Negative (FN) are poorly performed hymns that were recognized correctly.

The recognition results by the HMMs algorithm, and the results of the Jackknife evaluation method are presented below. Table I is the confusion matrix for HMM. Precision and Recall metrics for each class (E1, E2, E3, E4) are extracted from said matrices. The Accuracy is calculated as the sum of the recognition percentages of the correctly predicted classes, and is estimated at 0.95.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>81</td>
</tr>
<tr>
<td>E2</td>
<td>0</td>
</tr>
<tr>
<td>E3</td>
<td>0</td>
</tr>
<tr>
<td>E4</td>
<td>0</td>
</tr>
<tr>
<td>Sum</td>
<td>81</td>
</tr>
</tbody>
</table>

Table II displays the calculated values for the rest of the metrics, for each class. Precision is the sum of all the recognition percentages of all the actual classes, for a predicted class (q.v. Table I). Recall is the sum of the recognition percentages of all the predicted classes for a certain class. The values of the metrics are quite high.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Pre</th>
<th>Rec</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>E2</td>
<td>0.844</td>
<td>1</td>
</tr>
<tr>
<td>E3</td>
<td>1</td>
<td>0.815</td>
</tr>
<tr>
<td>E4</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Similarly, Table III depicts the confusion matrix of the RDFs algorithm. The Acc was estimated at 0.885, a percentage of 6.5 below the HMMs respective one. It is evident that in comparison to RDFs, HMMs perform more efficiently sound recognition.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>79</td>
</tr>
<tr>
<td>E2</td>
<td>0</td>
</tr>
<tr>
<td>E3</td>
<td>0</td>
</tr>
<tr>
<td>E4</td>
<td>0</td>
</tr>
<tr>
<td>Sum</td>
<td>79</td>
</tr>
</tbody>
</table>

Likewise, Table IV displays the Precision and Recall metrics of the evaluation of the RDFs algorithm that are rather high.
CONCLUSIONS

An improvement research on a human computer interaction learning system for Byzantine music was conducted. The purpose was the optimization of sound recognition results. Hidden Markov Models and Random Decision Forests classification algorithms were compared for this reason. A combination of eighty-one (81) hymns were used to train and evaluate the algorithms using Jackknife cross-validation method. The metrics selected to evaluate the algorithms were Precision, Recall and Accuracy. The results highlight that regarding monophonic music recognition both algorithms are highly accurate presenting an accuracy of 95% for the HMMs, and 88.5% for the RDFS. Thus the HMMs algorithm presents a 6.5% higher accuracy than the RDFS algorithm.

Consequently, we plan on recording a bigger variety of hymns that correspond on a different scale, in order to perform a more in-depth evaluation.

REFERENCES